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Abstract—We produce an enormous amount of data as a result of new technologies, the 

internet, and connected objects. It is critical to place these data in context and organise them so 

that they can be perceived, understood, and reflected. Humans have traditionally analysed data. 

As the amount of data grows larger, humans are increasingly turning to automated systems that 

can replicate them. Machine learning refers to systems that can solve issues by learning from 

both data and changes in data. Artificial intelligence (AI) has a significant impact on e-learning 

research, and machine learning-based methodologies can be used to improve Technology 

Enhanced Learning Environments (TELEs) (TELE). This paper provides an outline of recent 

research findings in this topic. First, we'll go over some basic machine learning ideas. Then, we'll 

go over some recent work in the field of e-learning that uses machine learning. 

Keywords:E-learning, Technology Enhanced Learning Environments, Data, Learners' Traces, 

Machine Learning, Deep Learning are some of the terms used to describe e-learning. 

I.INTRODUCTION 
 

Almost everything we do these days leaves a digital trail that characterises our actions, pinpoints 

our location, and offers a wealth of other data about what we say, buy, and so on. Most devices, 

machines, and everything we use produce data, thanks to both data storage capacity and societal 

digitalization. We can harvest data from pay stations, parking lots, smart phones, social media 

sites, films, and images, for example. All of this gathered data must be utilised and given 

meaning. 

Understanding phenomena, modelling behaviours, and making predictions are all feasible with 

data analysis. Humans used to evaluate data, write algorithms, and then have the computer apply 

those methods to solve issues. Humans now introduce data, which allows machines to learn on 

their own without being expressly programmed. We discuss the importance of data. Machine 

learning works on this concept. 

In actuality, there is an understanding of the value of data and its potential for richness. In fact, 

machine learning approaches for analysing complicated data have emerged as a significant trend 

in various scientific study disciplines, including medicine [1] [2], e-commerce [3], and industry . 

Figure 1 depicts the connections between machine learning and various data science and 

artificial intelligence ideas. Statistics are used in data mining to uncover hidden information 
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(patterns) from raw data [11]. Machine learning, on the other hand, is a branch of computer 

science and artificial intelligence that learns from patterns to make predictions. Deep Learning is 

one of the most important machine learning and artificial intelligence technologies. We can call 

it a new generation of machine learning because it is characterised by learning by layer, with 

each layer requiring the machine to learn a little bit more. 

 

 

 

 

Figure 1: Relationships between Machine Learning and Other Related Fields 

 

 

II. MACHINE LEARNING 
 

A computer learns how to do tasks using example data in machine learning. We know that giving 

a machine additional encounters (E) with a specific task (T) improves its performance (P) [12]. 

Let's say we want an email client that can determine whether or not an email is spam. In this 

situation, the experience E should be a set of emails that have already been identified as spam or 

not. T's job entails automatically classifying fresh emails. The accuracy rate of the machine's 

classification on a set of new emails is a performance P that should improve. 

A. Process of machine learning 
 

The generic machine learning process is broken down into seven steps [13]. The first step is to 

gather information. It is a crucial assignment because it will define how good you are.It is 

possible to create a prediction model. However, the data we gathered is frequently unstructured, 

has a lot of noise, or must be transformed into different formats in order to be helpful for our 

machine learning. As a result, data must be cleansed and pre-processed. 
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We can then start working on our machine learning model. To do so, we first perform feature 

engineering, in which we identify the most relevant data features, and then we strive to find the 

optimal machine learning algorithm for the situation at hand. It is critical to achieving the 

greatest potential outcomes. 

The next step is to begin training. In this step, we use a portion of our data to increase machine 

learning's prediction skill incrementally. After the model has been trained, it is time to put it to 

the test and evaluate how it performs against data that has yet to be seen. Various metrics such as 

accuracy, precision, and recall are used to evaluate performance. It is sometimes feasible to go 

back and improve training before retesting. The result of the machine learning is the final phase. 

It could be a guess or an inference. 

 

 

Figure 2: Generic Machine Learning Model Components 
 

B. Models of machine learning 
 

The approach employed for the learning process can be utilised to classify machine learning. 

supervised, unsupervised, semi-supervised, and reinforcement learning were defined as the four 

primary types [12]. 

We have a collection of training data or labelled data in supervised learning, and we know the 

structure and outcome. We use this information to create a machine learning model that can 

recognise patterns in the data. We may use the model to predict results of data with uncertain 

outcomes once it has been trained [14]. 
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Unsupervised learning approaches, on the other hand, learn structure from the data without the 

necessity for prior labelling [15]. That is to say, we can use unsupervised machine learning to 

discover patterns in labelled data. 

However, complete label information is not always available. When labels are few or expensive 

to collect, semi-supervised learning provides a powerful framework for utilising unlabeled data 

[16].The last machine learning method is useful when we know what we want but don't know 

how to acquire it. The idea is to try out a few different options and discover which ones allow us 

to get the desired result. The problem of reinforcement learning can be expressed as a decision- 

making agent in a given environment. The agent develops a positive attitude. This means it  

gradually changes or gains new habits and talents. As a result, the reinforcement agent does not 

need total knowledge or control of the environment, merely the ability to interact with it and 

gather data [17]. 

III.E-LEARNING APPLICATIONS FOR MACHINE LEARNING 
 

Nowadays, everyone, including students, employers, and others, wants to study and expand their 

knowledge in a variety of sectors. Education systems are undergoing major transformation as a 

result of the widespread adoption of lifelong learning, and e-learning is becoming increasingly 

popular. As a result, the number of Technology Enhanced Learning Environments (TELE) 

offering open or private online courses and other sorts of services has skyrocketed. Machine 

learning approaches have been developed to analyse the vast amount of data supplied by TELE. 

It's a good idea to look at ways to leverage this strong new technology to improve e-learning. 

A. Sentiment Analysis 
 

The extent of student happiness with a Massive Open Online Course (MOOC) has recently been 

defined as success [18]. Sentiment analysis can be used to predict learner satisfaction by 

identifying complicated emotions [19]. Researchers intend to determine the polarity of learners' 

attitudes, positive and negative sentiments, using forum messages in MOOCs [19]. They 

compare five supervised machine learning algorithms: Logistic Regression, Support Vector 

Machine, Decision Tree, Random Forest, and Nave Bayes, which have been employed more 

frequently in contributions linked to prediction in MOOCs. The Random Forest approach was 

shown to be the most reliable. 

It's critical to comprehend the function of emotions in MOOC students' learning experiences. On 

the one hand, regulation of achievement emotions, according to [20], may help to promote 

learner engagement. [20] built a supervised machine learning model based on SVM to categorise 

achievement emotions automatically. SVM was chosen because it outperforms Nave Bayes, 

Logistic Regression, and Decision Tree in terms of performance. On the other side, [21] uses 

huge data from assignment completion, comments, and forums to examine learners' emotional 

inclinations in order to analyse course acceptability. [21] study the link between emotional 

dispositions and learning effects using semantic analysis and machine learning. 
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B.Predicting student behaviour 
 

The application of machine learning in forecasting student conduct was the subject of an 

interesting literature study [22]. Student classification and dropout prediction were specified as 

two research objectives. 

 Classification of students: 

Personalities, histories, knowledge, abilities, and preferences undoubtedly play an important role 

in the learning process. Recommender systems help people find the best material for them. 

each student Learner profiling and classification is essential not only for personalising learning 

but also for identifying abandonment causes and a variety of other purposes. In table 1, we 

outline some recent machine learning-based student classification studies. 

STUDENT CLASSIFICATION TABLE I 
 

Paper Machine Learning 
Algorithm 

Classificationgoal Results 

 

[23] 
k-means Support Vector 

Machine (SVM) Naïve 

Bayes 

Classificationof engaged 

and disengaged faces of 

students with dyslexia 

accuracywith 

97– 
97.8% 

 

[24] 

Backpropagation(BP), 

Support Vector Machine 

(SVM), Gradient Boosting 

Classifier (GBC) 

classificationof student 

performance 

Accuracy: BP = 

87.78%, 
83.20%= 
83.20%, GBC= 
82.44% 

 
[25] 

Decision Tree, Logistic 

regression, k-nn, SVM, 

randomforest algorithms 

Classificationof 

successful and 

unsuccessful 
students 

K-nn givesthe 

higher accuracy 

= 85% 

 

[26] 
K-modes clustering 

algorithm 
Naive Bayesclassifier 

Classificationof learner’s 

learning style 

Accuracy = 89% 

 
 

 Prediction of dropouts: 

To assess interactive behaviour traces left over TELE, a variety of machine learning approaches 

were used. Logistic regression (LR) has been the most commonly utilised technique to predict  

student dropout in the MOOC setting, according to [27], who focuses on learners' clickstream 

data, with an accuracy of 89 percent. SVM and Decision Tree are ranked second and third, 

respectively. Natural Language Processing Technique is ranked third. 

C. Self-Controlled Learning 
 

Because the majority of TELE has little external instructor monitoring, learners are expected to 

make decisions about their own activities [28]. Individuals with good self-regulated learning 
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(SRL) skills, which are defined as the ability to plan, manage, and control one's own learning 

process, can learn faster and better in this circumstance [29]. MOOC aims learners to self- 

evaluate the quality or progress of their work, make objectives and plans, and provide them the 

option to reread notes, logs, tests, or learning materials to prepare for testing, among other things, 

as it is one of the e-learning platforms enabling SRL techniques [30]. Despite all of these 

advantages, several researchers believe it is still vital to improve student SRL using a machine 

learning technique. 

Learners' log traces and survey responses were used to create a model. 
 

In an asynchronous online course at a women's institution in South Korea, [31] contribute to a 

better understanding of how students learn and how education should be organised to facilitate 

SRL. Researchers in this study look at student profiles and the student SRL process through 

time. Initially, they proposed three fundamental SRL characteristics: 

SRL analytics were directed by time investment in content learning, study regularity, and help- 

seeking in asynchronous online courses, which served as the foundation for SRL analytics and 

guided the selection of log variables. Second, they used the silhouette method to identify student 

subpopulations using the K-medoids clustering algorithm. After you've discovered existing 

clusters and their learning patterns, you can move on to the next step. 

By referring to each week's log data, [31] employ random forest classification as a decision tree- 

based machine learning technique to predict cluster membership. 

IV. CONCLUSION 
 

To improve the learning experience, e-learning experts have invested a lot of time evaluating 

learners' data using machine learning approaches. This appears to be prudent, given that the 

student is the most important component in the e-learning world. However, to the best of our 

knowledge, no research has been done on using learning data to measure content quality in order 

to enhance it. 

As a result, we will concentrate our future efforts on evaluating e-learning content using machine 

learning. The major goal is to assist course creators in the educational reengineering process 

using machine learning and a variety of parameters, including previous learner interactions. 
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